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ABSTRACT

A coupled atmosphere–ocean radiative transfer model has been applied to analyze a full year of broadband
solar irradiances (up and down) measured over an ocean site 25 km east of the coast of Virginia in the Atlantic.
The coupled model treats absorption and scattering by layers for both the atmosphere and the ocean explicitly
and consistently. Key input parameters for the model (aerosol optical depth, wind speed, and total precipitable
water) are also from in situ measurements. Having more observations to specify properties of the atmosphere
than of the ocean, better model–observation agreement is obtained for the downwelling irradiance, which depends
primarily on the atmospheric optical properties, than for the upwelling irradiance, which depends heavily on
the ocean optical properties. The mean model–observation differences for the ocean surface albedo are generally
less than 0.01. However, the modeled upwelling irradiances and albedo over the ocean surface are mostly less
than the observations for all seasons, implying that more scattering in the ocean needs to be included in the
model calculations. Sensitivity tests indicate that the uncertainties in aerosol optical properties, chlorophyll
concentration, wind speed, or foams are not the primary factors for the model–observation differences in the
ocean surface albedo, whereas the scattering by air bubbles and/or by suspended materials have the potential
to significantly reduce or eliminate the model–observation differences in the ocean surface reflection.

1. Introduction

Radiation and its spatial and temporal variations drive
the general circulation and the hydrological cycle. One
of the major sources of uncertainty in climate prediction
lies in the radiative energy flow through the earth–at-
mosphere system and the radiative interactions between
the atmosphere and the hydrosphere. The radiative en-
ergy budget is the most important component of the air–
sea energy flux. In particular, the shortwave solar energy
accounts for most of the heat flux transferred into the
ocean. The absorption of solar radiation by the upper
layers affects the stratification and stability of the ocean
mixed layer, the sea surface temperature, and the general
circulation of the ocean. Because solar radiation is the
energy source for photosynthesis, it influences marine
primary productivity directly, and impacts cascade
throughout ocean ecosystems.

The surface radiation budget has long been recognized
as fundamental to our understanding of the climate system
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(Houghton et al. 1996). Surface radiation measurements
are essential for the validation of both radiative transfer
models and flux retrieval algorithms using satellite data.
Hence ground stations have been established to monitor
the radiative budget. This has led to a series of comparisons
between models and measurements (e.g., Kinne et al.
1998; Conant et al. 1997; Chou and Zhao 1997; Charlock
and Alberta 1996; Kato et al. 1997). However, most mea-
surements are over inhabited areas, and routine observa-
tions over the ocean are extremely limited. It is difficult
to make accurate surface radiation measurements from a
moving platform such as a ship or buoy. A team led by
one of us (K.R.) recently installed a set of instruments on
a rigid platform over the ocean to measure radiation and
the air and sea states. To analyze the measurements, we
applied a coupled atmosphere–ocean radiative transfer
model. Unlike typical models that treat radiative transfer
in the atmosphere and ocean separately (often by regarding
one medium simply as a boundary condition for the other),
the coupled model considers the absorption and scattering
in the atmosphere and in the ocean explicitly and consis-
tently. Such a model is capable of more accurately cal-
culating the upwelling flux and albedo over the ocean
surface based on the optical properties in the atmosphere
and ocean.
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FIG. 1. Illustration of the radiation measurement platform and location.

The surface of the ocean is the most ubiquitous
boundary condition for solar radiation that enters the
earth atmosphere system. How realistically does present
theory ‘‘close’’ that boundary condition? The applica-
tion of satellite observations of broadband top of the
atmosphere (TOA) albedo for aerosol forcing (and for
parsing absorption by the surface vs the atmosphere) is
contingent upon the answer. Our main goal here is a
comparison of the broadband albedo observed at the
ocean surface with theory. In this paper, we will apply
the coupled atmosphere–ocean radiative transfer model
to analyze a full year of broadband downwelling and
upwelling irradiances at the CERES Ocean Validation
Experiment (COVE) site. In the next sections, we will
briefly introduce the observation data and the model.
Then the data will be analyzed and compared to the
model. Finally, the results will be discussed.

2. Measurement and data

The investigation of Clouds and the Earth’s Radiant
Energy System (CERES), which is a key part of the
National Aeronautics and Space Administration
(NASA) Earth Observing System, is intended to sub-
stantially improve our understanding of energetically
significant radiation, clouds, and the interaction between
the two. CERES continues the Earth Radiation Budget
Experiment record of radiative fluxes at the TOA, and
aims to improve our knowledge of the earth’s surface

radiation budget by providing a long-term climatology
of surface radiation fluxes based on well-calibrated sat-
ellite observations and a comprehensive retrieval al-
gorithm. To develop and validate the retrieval algo-
rithms for surface fluxes, and tighten closure on at-
mospheric fluxes and related forcings with TOA CERES
observations, a measurement site, COVE, was estab-
lished close to the mouth of Chesapeake Bay off the
coast of Virginia (Fig. 1).

The instruments and their measured or derived prop-
erties at COVE are listed in Table 1. Routine radiation
measurements at the COVE site include broadband
shortwave and longwave, downwelling, and upwelling
irradiances. The downwelling broadband shortwave ra-
diation measurements include the direct and diffuse
components and their global composite (using a pyr-
heliometer, and shaded and unshaded pyranometers, re-
spectively). Narrowband global and diffuse measure-
ments are made using a multifilter rotating shadowband
radiometer (MFRSR); direct spectral components are
then inferred to determine wavelength specific extinc-
tion and aerosol optical thickness within the atmosphere.
Spectral extinction is also directly measured using a
classical sun photometer (NASA’s AERONET Cimel in-
strument) (Holben et al. 1998). The Cimel sun photom-
eter also makes periodic almacantur and solar principal
plane atmospheric radiance scan measurements for aero-
sol phase function and particle size determinations. Up-
welling spectral ocean surface radiance field measure-
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TABLE 1. Instruments and measurements at COVE.

Instrument Parameters measured/derived Spectral characteristics

Kipp & Zonen CH1 pyranometer
Shaded Kipp & Zonen CH31 pyranometer
Epply PSP pyranometer
Yankee Environmental Systems MFRSR

Schulz SP1A spectroradiometer
NOAA GPS network
NOAA meteorology station at COVE

NASA AERONET (Cimel) sun photometer

Eppley PIR pyrgeometer

Direct solar irradiance*
Downwelling diffuse shortwave irradiance*
Upwelling shortwave irradiance*
Narrowband direct, diffuse, global shortwave

irradiances
Narrowband radiance
Precipitable water*
Wind speed/direction,* temperature, pressure,

humidity
Aerosol optical properties,* size distribution,

refractive indice
Infrared irradiances

Broadband (0.2–4.0 mm)
Broadband (0.2–4.0 mm)
Broadband (0.28–4.0 mm)
Center wavelengths at 415, 500,

615, 670, 870, 936 nm
Narrowband

Center at 340,380, 440, 500, 670,
870, 1020 nm

Broadband (3.5–50.0 mm)

* Parameters used in the study.

FIG. 2. The spectral single-scattering albedos of aerosol from
model and the retrieved values from Cimel.

ments are made using a scanning, high dynamic range
sun photometer (Schulz and Partners, GmBH, model
SP1A). The SP1A photometer has been calibrated using
the 6-ft-diameter radiance calibration integrating sphere
at NASA’s Goddard Space Flight Center. Integrated pre-
cipitable water (PW) is measured using a dual-frequency
global positioning system instrument by the National
Oceanic and Atmospheric Administration (NOAA) GPS
Demonstration network. Standard meterological param-
eters (wind speed/direction, temperature, pressure, hu-
midity) are measured at several heights above the water
level. Ocean surface wave energy spectra are derived
from a high-frequency wave height sensor developed
by NOAA’s National Data Buoy System, which also
measures meteorological parameters.

In this paper, an entire year (1 March 2000–1 March
2001) of data for the broadband solar radiation was
analyzed. During this period, the broadband direct beam
was measured by a Kipp and Zonen (KZ) model CH1
pyrheliometer; the shaded pyranometer measuring
downwelling diffuse radiation was a KZ model CM31;
the unshaded pyranometer measuring global down-
welling was also a KZ model CM31; the pyranometer

measuring upwelling was an Eppley model Precision
Spectral Pyranometer, fitted with a yellow shield that
obscured 58 from the horizon. Instruments for measuring
broadband downwelling were mounted at the highest
level (37 m ASL) on the tower of COVE (Fig. 1). The
pyranometer measuring upwelling flux was fitted to a
boom (displaced horizontally 6.7 m from the main plat-
form and 21.3 m above the sea surface), which projected
toward 2458N. The platform fixture (a steel leg) closest
to the point on the sea directly beneath the boom pyr-
anometer made an angle of 268 from the horizontal (for
perspective, said point on the sea made an angle of 908
with the horizontal). An automatic washing device
cleaned the pyrheliometer window each day. Our ex-
perience indicated that the pyrheliometer (which takes
a collimated measurement) was more susceptible to cor-
ruption by dust, etc., than the other broadband instru-
ments (which each measure over an entire hemisphere).
Window and dome obscuration by sea spray at COVE
are much less than at a coastal beach. The nearest beach
and its breaking surf are 25 km to the west of COVE.
Larger sea spray particles apparently do not reach the
level of our lowest instruments (;20 m) frequently.

The observations in this study benefit from recent
advances in technology for the measurement of broad-
band flux to a horizontal surface, wherein a shaded pyr-
anometer is corrected for offset due to thermal IR ex-
change between its detector and dome (i.e., Bush et al.
2000; Dutton et al. 2001; Haeffelin et al. 2001) by ex-
plicit measurement of dome temperature with a therm-
istor. While Payne (1972) used an unshaded pyrano-
meter to measure downwelling insolation, our record of
surface insolation is obtained from the component sum
method recommended by the World Meterological Or-
ganization’s Baseline Surface Radiation Network
(BSRN; Ohmura et al. 1998). The component sum meth-
od combines separate measurements for the direct (di-
rect normal incident (CH1 pyrheliometer)) and diffuse
(shaded pyranometer) beams. COVE adheres to the
BSRN protocols for operation and calibration.
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3. Radiative transfer model

The discrete ordinate method (DOM; Chandrasekhar
1960; Stamnes et al. 1988) was used to solve the ra-
diative transfer equation in the atmosphere and ocean
system. The main difference in solving the radiative
transfer equation consistently in such a coupled system,
from a solution that treats only the atmosphere, is
caused by the refractive index change across the air–
water interface. This refractive index discontinuity at
the air–water interface changes the formulation of the
radiative transfer equation and complicates the inter-
face radiance continuity conditions and therefore gives
rise to a different solution of the radiative transfer
equation. A detailed theoretical derivation of the ra-
diative transfer equations and their solutions were giv-
en in Jin and Stamnes (1994). Here we present only a
brief description. Since we focus on the radiative en-
ergy computation for which only fluxes or irradiances
are needed, we start with the azimuthally averaged ver-
sion of the equation for radiative transfer (Chandra-
sekhar 1960)

1dI(t , m) a(t)
m 5 I(t , m) 2 p(t , m9, m)I(t , m9) dm9Edt 4

21

2 Q(t , m), (1)

where m is the cosine of the polar angle, t is the optical
depth, I(t, m) is the azimuthally averaged radiance, a(t)
the single scattering albedo, and p(t, m9, m) the scat-
tering phase function. The second term on the right-
hand side in Eq. (1) represents multiple scattering, while
the third term Q(t, m) denotes the original energy source
(here the solar incidence). Because we will focus on
solar radiation, the thermal source has not been taken
into account here. Thus, the source term is due entirely

to the solar radiation incident at the top of atmosphere,
and it can be expressed as

a(t) t
Q (t , m) 5 F p(t , 2m , m) exp 2A 0 1 2[4p m0

1 R(m , n)p(t , m , m)0 0

2t 2 tA3 exp 2 (2a)1 2]m0

in the atmosphere and as

a(t) m0Q (t , m) 5 FT(m , n)O 04p m0n

t t 2 tA A3 p(t , 2m , m) exp 2 exp0n 1 2 1 2m m0 0n

(2b)

in the ocean (Jin and Stamnes 1994). Here F is the solar
normal irradiance at the TOA; tA is the total optical
depth of the atmosphere; m0 and m0n are the cosines of
solar zenith angle (SZA) seen in the atmosphere and in
the ocean, respectively; and R(m0, n) and T(m0, n) are,
respectively, the Fresnel reflectance and transmittance
at the air–water interface. Thus, the first term on the
right-hand side of Eq. (2a) represents the downward
incident solar beam source, while the second term rep-
resents the upward beam source reflected back from the
air–water interface due to the change in the refractive
index across the interface. The method of solving Eq.
(1), including the proper application of the interface and
boundary conditions, has been described by Jin and
Stamnes (1994). The direct solution is

N1 t
a a a 0 aI (t , m ) 5 {C G (m ) exp[2k (t 2 t)] 1 C G (m ) exp[2k (t 2 t )]} 1 Z (m ) exp 2Op i 2jp 2jp i 2jp p jp jp i 2jp p21 p i 1 2mj51 0

2t 2 tA01 a1 Z (m ) exp 2 , i 5 61, . . . , 6N , (3)p i 11 2m0

for a layer denoted by p in the atmosphere, and it is
N2

o o oI (t , m ) 5 {C G (m ) exp[2k (t 2 t)] 1 C G (m ) exp[2k (t 2 t )]}Op i 2jp 2jp i 2jp p jp jp i 2jp p21
j51

t
02 o1 Z (m ) exp 2 , i 5 61, . . . , N , (4)p i 21 2m0n

for a layer denoted by p in the ocean. The are theami

quadrature angles in the atmosphere, and the are theomi

quadrature angles in the ocean. Here N1 and N2 are the
numbers of the discrete quadrature points (streams) ap-

plied when replacing the integral over angle in Eq. (1)
by numerical quadrature. Thus, unlike the solution for
radiative transfer in the atmosphere only, the stream
number and the quadrature points are not the same for
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each layer in the solution of the coupled atmosphere–
ocean system. The terms kjp and Gjp are the eigenvalues
and eigenvectors, respectively, associated with the so-
lution of the homogeneous version of Eq. (1), whereas
Z is related to the particular solutions due to the source
term Q, and the Cjp are coefficients to be determined
from the interface and boundary conditions.

Using the solutions expressed by Eqs. (3) and (4), the
downwelling (Ed) and upwelling (Eu) irradiances can
be computed according to the following formulas (Stam-
nes et al. 1988):

1

E (t) 5 2p mI(t , 2m) dmd E
0

N

5 2p w m I(t , 2m ), (5)O i i i
i51

1

E (t) 5 2p mI(t , m) dmu E
0

N

5 2p w m I(t , m ). (6)O i i i
i51

Because the radiative transfer equation is solved in
the atmosphere and the ocean consistently, and the re-
fractive index change at the air–water interface is in-
cluded in the solution analytically, the model treats the
ocean layers simply as though they were additional at-
mospheric layers with significantly different optical
properties. The model can use a finite ocean depth for
shallow waters when the reflectance properties of the
ocean bottom need to be specified. We have assumed a
simple Lambertian surface for the bottom.

The wind-blown ocean surface roughness is modeled
using the Cox and Munk (1954) surface slope distri-
bution for a given wind speed (Jin and Simpson 1999).
Basically, the sea surface is resolved into a grid of wave
facets with random slopes that follow a specified prob-
ability distribution. From Cox and Munk (1954), this
probability function is

21 tan unp(tanu ) 5 exp 2 , (7)n 2 21 2ps s

where un is the facet tilt angle (the angle between the
normal to the facet and the normal to the level surface).
The distribution width is s and is related to the wind
speed (U in m s21) as

2s 5 0.003 1 0.00512U. (8)

Larger s indicates more facets with large inclination.
Horizontal facets (un 5 0) always have the largest prob-
ability and the probability decreases exponentially as
the slope increases.

The surface roughness alters both the reflected (back
into the atmosphere) and the refracted (down into the
ocean) light at the air–water interface. Reflection and
refraction of light at each facet are calculated following

Fresnel’s law and Snell’s law as for a flat surface. There-
fore, given the wind speed (or given the slope distri-
bution) and the direction of incidence, the reflected and
the refracted radiation at the ocean surface can be de-
termined.

4. Model input

The coupled radiative transfer model described above
considers the absorption and scattering by atmospheric
gases, clouds, and aerosols in the atmosphere and by
water molecules and soluble (DOM) and particulate
(phytoplankton) materials in the ocean. These optical
properties are either directly from measurement data,
indirectly derived/parameterized from the relevant phys-
ical properties observed, or adopted from standard mod-
els or climatological data.

In this study, the profiles of temperature, pressure,
and gaseous concentrations (except for water vapor) in
the atmosphere are adopted from the midlatitude at-
mospheric model of McClatchey et al. (1972). The wind
speeds are taken from NOAA observations at COVE.
The aerosol optical depth (AOD) and the total PW were
from the AERONET (Cimel sun photometer) obser-
vations (Holben et al. 1998) also at COVE. However,
the vertical distribution of water vapor still follows that
defined in the model atmosphere. The vertical profile,
single-scattering albedo and asymmetry factor of aero-
sols are based on MODTRAN (Berk et al. 1989) and
climatological data (D’Almeida et al. 1991). Due to the
proximity (25 km) of the COVE site to the city of Vi-
ginia Beach, we assumed that the aerosol is mixture of
maritime aerosol and urban aerosol with each contrib-
uted a half to the total AOD observed. Based on such
an assumped partition, Fig. 2 shows the single-scattering
albedo produced by this assumption as a function of
wavelength at relative humidities (RHs) of 50% and
99%. Asterisks (wide error bars) and diamonds (thinner
error bars) in Fig. 2 represent the single-scattering al-
bedos retrieved (Dubovik and King 2000) with Cimel
data at four wavelengths for January 2001 and for June
2000, respectively. The modeled single-scattering al-
bedos for RH of 50% and 99% are within the wide error
bars of the retrievals. Precise interpretation is difficult,
however, as the retrievals represent effective values for
the vertical column of the atmosphere, over which the
RH typically varies considerably. The simplified aerosol
model could be different from the actual situation and
should be justified as more relevant and more accurate
data are available.

The solar spectrum considered (0.25–4.0 mm) is di-
vided into 24 bands. In each spectral band, the molecular
absorption by four trace gases (water vapor, carbon di-
oxide, ozone, and oxygen) in the atmosphere is consid-
ered (Tsay et al. 1989) and parameterized by the ex-
ponential-sum fitting of transmission (ESFT) method
(Wiscombe and Evans 1977). The absorption by other
minor trace gases is small and neglected in this study.
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The ESFT method approximates the transmission func-
tion at each spectral interval (for which Beer’s law does
not apply) to a series of monochromatic problems. Com-
pared with the results from the Intercomparison of Ra-
diative Codes in Climate Models (ICRCCM) (Fouquart
et al. 1991) for cases of clear sky conditions including
molecular scattering and with 0.2 surface albedo, the
maximum difference between our model and the average
of the ICRCCM is 4.8 W m22 for the downward fluxes
reaching the surface through standard atmospheres and
is 210.4 W m22 for the total atmospheric absorption,
which are 1.4% and 23.0% relative to the TOA down-
welling flux, respectively. The atmospheric absorption
is smaller than the ICRCCM average, which indicates
that the gas absorption might be underestimated in the
parameterization. It should be noted that large differ-
ences exist among the models in ICRCCM, which varied
over 60 W m22 in both the downward flux at the surface
and the total atmospheric absorption.

In the ocean, scattering and absorption coefficients of
seawater are taken from Smith and Baker (1981), who
provide values applicable to the 0.2–0.8-mm region. For
wavelengths larger than 0.8 mm, only absorption is con-
sidered because the scattering is weak and absorption
is dominant. The absorption coefficients for oceanic par-
ticulates and DOM, and the scattering coefficients for
particulates were parameterized according to bio-optical
models of Gordon–Morel (1983) and Morel (1991). This
parameterization was applied for inherent optical prop-
erties of the so-called Case 1 waters, for which phy-
toplankton and their derivatives play a predominant role
in determining the optical properties. Having neither a
similar model for the Case 2 (coastal) waters, nor a
complete set of in situ measurements for these inherent
optical properties at COVE, we here assumed the Gor-
don–Morel parameterization is still applicable for the
waters at the COVE site. The spectral absorption of
DOM is defined as (Bricaud et al. 1981).

a(l) 5 a(l ) exp[20.014(l 2 l )],0 0 (9)

where a(l0) is the DOM absorption coefficient at l0 5
440 nm. The phase function of phytoplankton particu-
lates is based on the volume-scattering function mea-
sured by Petzold (1972).

The spectral chlorophyll-specific absorption coeffi-
cient was from G. Cota’s measurements at the COVE
in 1996 and 2000 (Cota 2001, personal communication).
The chlorophyll (Chl) concentrations are based on re-
ported monthly averaged data over 4 yr (1984–98) at
the mouth of Chesapeake Bay.

5. Data analysis and comparison with model

A full year (1 March 2000–1 March 2001) of data
for the downwelling and upwelling irradiances mea-
sured at the Chesapeake Bay COVE site has been an-
alyzed. These observations have been screened for clear
skies with the Long and Ackerman (2000) algorithm,

which is based on a minute-by-minute analysis for each
30-min block of surface broadband data. Because the
shadowing from the lighthouse frame affects the morn-
ing observations of radiation reflected by the sea, only
the afternoon data was used. Using the input parameters
and model described above, Figs. 3–6 show the model
observation comparisons for the broadband downwell-
ing and upwelling irradiances and the ocean surface
albedo for every 3 months spanning from 1 March 2000
to 1 March 2001. The observations are 30-min averages,
and the model uses an appropriate time-averaged solar
zenith angle to simulate this. Wind data are also 30-min
averaged. In the figures, the observations are repre-
sented by the diamond, while the model results are rep-
resented by the plus symbol. The two numbers in each
panel are the mean differences between the model and
the observation (model 2 observation) and the standard
deviation (STD) of this difference, respectively. The
minimum, maximum, and mean values of the corre-
sponding wind speed, aerosol optical depth, and the total
precipitable water are given in the lower-right panel in
each figure.

The standard deviations of differences between the
model and observations for downwelling irradiance are
larger in the spring–summer seasons (Figs. 3 and 4),
when the average aerosol loading is higher, than those
in the fall–winter seasons (Figs. 5 and 6), when the
average aerosol loading is lower. Of course, the larger
TOA solar insolation in the spring–summer is partially
responsible for the higher STD, but the relative standard
deviation differences to the downwelling fluxes [3.18%,
2.12%, 1.77%, and 1.71% for Figs. 3–6 (not shown),
respectively], which remove the effect of seasonally
varying TOA, give the same indication. This indicates
that the aerosol is an important contributor to the dis-
crepancy between modeled and observed downwelling
irradiance. Unlike the downwelling irradiance, the up-
welling irradiance does not simply increase with the
solar elevation; instead it presents a nonmonotonic re-
lationship with SZA. For high solar elevations, the ob-
served upwelling irradiances show a great fluctuation
(the upper-right panel in Fig. 4), possibly because the
sun-glint regions for those near overhead incident con-
ditions were too close to the lighthouse frame, which
affects the sea surface state (e.g., waves and foam form-
ing), and therefore the reflectance. At fixed values of
the SZA, there are seasonal variations in the upwelling
irradiances and albedos. For example, at cos(SZA) val-
ues of approximately 0.5 the upwelling irradiances in
the summer (Fig. 4) are generally less than 40 W m22,
whereas a great many during winter (Fig. 6) exceed 40
W m22 with some over 50 W m22. Some of the factors
accounting for this difference are included in the model
simulation, and the model captures much of this sea-
sonal effect. At fixed SZA, incoming TOA insolation
is higher during winter due to changes in the earth–sun
distance. And during winter, transmission through the
clear atmosphere is higher, because of reduced path-
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FIG. 3. Model–observation comparison for downwelling and upwelling fluxes and albedo at
COVE for the 3 months from Mar to May 2000. The minimum, maximum and mean values of
the corresponding wind speed, AOD, and the total PW are given in the lower-right panel.

lengths of water vapor and aerosol (both have roughly
a factor of 4 difference between January and July at
COVE). So at a fixed value of solar elevation, the mean
surface insolation in clear conditions is larger during
winter. Further, the winter insolation is relatively richer
in visible (rather than near infrared) flux at the surface;
the visible is more readily scattered by the sea and has
higher reflectance. These factors push upwelling irra-
diance and ocean surface albedo toward higher values
during winter. But for any given solar elevation, the
ratio of direct to diffuse radiation at the ocean surface
is smaller for the atmosphere with a larger amount of
aerosol scattering; this can push the albedo higher or
lower, depending on the effective angle of the incoming
radiation. The dependence of albedos on solar zenith
angle weakens with the addition of (scattering) aerosol.
While the model includes seasonally varying concen-
trations of chlorophyll, other suspended particles that
also vary seasonally have not been inserted. For all sea-
sons, modeled upwelling irradiances are usually less
than observed irradiances, and mean differences in al-
bedo are less than 0.01. There is no conspicuous error
signal associated with the seasonal effluent from the
Chesapeake Bay, which peaks from April to June. The
general model underestimation of the ocean surface al-

bedo is likely due to scattering by air bubbles and other
suspended nonpigment particles that were not taken into
account.

As presented above, the aerosol could be an important
factor for the downwelling irradiance and the wind
speed could be one of the important parameters for the
upwelling irradiance. Figure 7 shows these effects for
the entire year of data. Figure 7(a-1) is the model ob-
servation comparison for the downwelling irradiances
with observed AOD less than 0.1, and Fig. 7(a-2) is for
those with AOD larger than 0.1. Although the mean
model–observation difference for the downwelling ir-
radiance is relatively small (4.12 W m22) for the whole
dataset (Fig. 7a), the standard deviation of the difference
is much larger (7.90 W m22). The magnitude of the
STD difference in downwelling irradiance for larger
AOD Fig. 7(a-2) is much larger than that for small AOD
Fig. 7(a-1). Figures 7(b-1) and 7(b-2) are for the model–
observation comparison for the upwelling irradiance for
wind speed less and for wind speed larger than 10 m
s21, respectively. In both wind speed categories, the
mean model results are less than the observations, but
all model results for wind speed larger than 10 m s21

are less than the observations with larger mean bias.
However, though the mean model–observation discrep-
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FIG. 4. Same as Fig. 3 but for the 3 months from Jun to Aug 2000.

ancies in the upwelling irradiance for high wind speeds
are larger than those for low winds, the model–obser-
vation discrepancies for the upwelling flux are not sim-
ply related to the wind speed monotonically. It seems
that the wind speed [in terms of the wind effect on sea
surface slopes as described by the Cox–Munk (1954)
model] is not the main factor for the model–observation
differences of the upwelling flux.

Figure 8 shows the differences between model sim-
ulations and observations for the direct normal com-
ponent (Figs. 8a and 8a-1) and the diffuse component
(Figs. 8b and 8b-1) of the downwelling irradiances, re-
spectively. Figures 8a and 8b include the whole year of
data for all AOD, whereas Figs. 8a-1 and 8b-1 include
only the data with AOD less than 0.1. For all AOD
during the year, the difference as model minus obser-
vation for the direct normal is 213.45 W m22. The
negative bias is in part due to the differing fields of view
(FOVs) of the Cimel spectral photometer (1.28) and the
CH1 broadband pyrheliometer (5.78). As the photometer
FOV is smaller, it tends to give a higher value for AOD
than would the pyrheliometer FOV (Kinne et al. 1998
described a similar, but more pronounced effect for cir-
rus particles). For example, a ray scattered 28 from in-
cident is beyond the Cimel FOV (1.28) and would be
counted as AOD by the photometer; but the larger pyr-
heliometer FOV (5.78) would consider this same ray as

a component of the unscattered incident beam. As the
radiative transfer code uses the Cimel AOD, it scatters
more out of the direct normal beam than is measured
by the pyrheliometer (giving negative biases of 213.45
W m22 in Fig. 8a and 210.21 W m22 in Fig. 8a-1).
Because the shading ball of the diffuse pyranometer is
approximately consistent with that of the pyrheliometer,
the same effect contributes part of the slight positive
biases for the computed diffuse downwelling irradiance
(12.21 W m22 in Fig. 8b and 9.14 W m22 in Fig. 8b-
1). Note that the temporal domains of Figs. 7a, 8a, and
8b are not identical; each consists of those intervals
having clear skies and quality measurements (from the
pyrheliometer in Fig. 8a, from the shaded pyranometer
in 8b, and from both instruments in 7a).

Figure 9 shows the effects of wind on the ocean sur-
face albedo. The three symbols in Fig. 9a display the
observed albedo at COVE for three wind speed ranges,
respectively. The dotted line is the modeled albedo with
the minimum observed wind (0.48 m s21) of the dataset,
whereas the solid line is modeled albedo with the max-
imum observed wind (14.0 m s21). The midlatitude at-
mospheric model with measured mean PW (1.39 cm)
and mean AOD (0.1) for the observations was used in
the model simulations. The modeled albedos for the two
wind speeds differ only slightly when the cosine of SZA
is larger than 0.5 (SZA 5 608), but the difference in-
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FIG. 5. Same as Fig. 3 but for the 3 months from Sep to Nov 2000.

creases rapidly for SZA larger than 608. This suggests
that the wind effects on the surface albedo are most
likely to be observed at low solar elevations (i.e., where
both the magnitude and scatter of the observed albedos
are large). The observations show the same relations
between the albedo and the SZA and wind speed (i.e.,
the observed albedo at the low suns are the highest for
small winds and the lowest for large winds) as the mod-
el, though the atmospheric conditions (e.g., PW and
AOD) varied widely for the observations and affected
the albedo significantly. The good correspondence of
model and measurements suggests that the measure-
ments are of high quality and the theory is sound.

Figure 9b shows differences of surface albedo as model
minus observation for the same three wind speed ranges
as in Fig. 9a. The model calculations in Fig. 9b were made
for each observation separately with measured PW and
AOD as presented in Figs. 3–6. Figure 9b shows that the
mean albedo differences for all wind speed categories are
negative (model less) and with similar STD magnitude.
As the discrepancies between model and observation show
no relationship to wind speed over a large range of SZA,
we infer that the general bias in the model (a low surface
albedo) is not due to the treatment of wind on the ori-
entation of the reflecting sea slope facets. Most of the wind
impact on optics via sea slope is caused by small capillary

waves, which respond to changes in wind rapidly. Note
that while the model accounts for the forcing of reflectance
due to the Cox–Munk wind speed dependence of sea
slopes, other wind effects, such as wind-associated low-
frequency sea swell, foam, and injected air bubbles in the
water, have not been included. The model has been driven
with the mean wind speed observed during intervals of
30 min; but it has no provision for gustiness or peak wind,
which is higher during winter. The high wind speed may
contribute to ocean reflection by producing air bubbles in
the water (which could be persistent) and increase the
backscattering of the ocean; this is not considered in the
model.

6. Discussion

a. Atmospheric aerosol

Based on the results shown above, it is observed that
the model–observation agreement is better for the down-
welling irradiances than for the upwelling irradiances. This
is due in part to the more comprehensive observations to
specify the atmospheric optical properties (on that the
downwelling irradiance mainly depends) than those for
the oceanic properties (on which the upwelling irradiance
depends heavily). For the downwelling irradiance, the STD



1594 VOLUME 19J O U R N A L O F A T M O S P H E R I C A N D O C E A N I C T E C H N O L O G Y

FIG. 6. Same as Fig. 3 but for the 3 months from Dec 2000 to Feb 2001.

model–observation difference is related to the uncertainties
in the aerosol optical properties; this STD difference is
smaller for low AOD than for high AOD. Although the
AOD is from measured data, the single-scattering albedo
and the scattering phase function for the aerosol are based
on aerosol models (D’Almeida et al. 1991; Berk et al.
1989), which may not match the actual values and hence
contribute to the model–observation difference. The aero-
sol optical properties are also correlated with the precip-
itable water. For instance, the single-scattering albedo of
aerosols in the visible spectrum increases as the humidity
increases. Our model has considered this variation of aero-
sol optical properties related to the precipitable water. Total
precipitable water was also from in situ measurements.
However, as the vertical distribution of the water vapor
follows the standard atmospheric profile rather than the
actual profile, there are further uncertainties in aerosol
optical properties that affect the computed downwelling
irradiances.

Here the pyrheliometer is rigorously calibrated and
traceable to an international standard instrument. While
we have adhered to the formal BSRN procedure for
testing the shaded diffuse pyranometer, it should be not-
ed that there is no truly rigorous method for calibrating
the pyranometer measurement of diffuse irradiance.
Hence comparisons of the model with observations for
the direct normal component (Figs. 8a and 8a-1) in this

regard constitute a stricter test bed than do the com-
parisons with the diffuse (Figs. 8b and 8b-1) and
summed global (Figs. 7a and 7a-1) fluxes. The absolute
value of the mean bias for direct (Figs. 8a and 8a-1) is
smaller for low AOD (210.21 W m22) than for all AOD
(213.45 W m22); and the standard deviation for direct
is smaller for low AOD (6.15 W m22) than for all AOD
(11.57 W m22). The relative STD of 1.24% for the direct
downwelling irradiances for low AOD is also smaller
than the relative STD of 2.06% for all AOD. The smaller
bias and STD for low AOD are consistent with the hy-
pothesis that aerosol properties beyond the spectral cov-
erage of the Cimel are responsible for some of the dis-
crepancies. The Cimel bands extend from 340 to 1020
nm, leaving ;30% of the solar spectrum in the UV and
near IR with no AOD measurement. For this portion of
the UV and near IR, we rely upon the aerosol models
for input to radiative transfer calculations. When we
encounter high AOD in the part of the spectrum mea-
sured by the Cimel, the impact of uncertainties in the
unmeasured UV and near IR produces the larger broad-
band biases and STD.

b. Phytoplankton in the ocean

While the upwelling irradiance is of course affected
by the value of the downwelling, it is also influenced
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FIG. 7. Model–observation comparison for the (left) broadband downwelling and (right) upwelling for a full year of
data from 1 Mar 2000 to 1 Mar 2001. All (a) AOD, (a-1) AOD , 0.1, and (a-2) AOD . 0.1. All (b) wind speed, (b-
1) wind speed less than 10 m s21, and (b-2) larger than 10 m s21, respectively.
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FIG. 8. Differences between model and measurement for (left) the direct and (right) the diffuse
downwelling irradiance, respectively. (top) All dataset and (bottom) those observations with AOD
, 0.1.

by the sea surface state, surface wind, and ocean con-
stituents; among these, we employed temporally inten-
sive, in situ observations for the wind speed only. The
model inputs for Chl concentration were taken from
monthly averaged observations at the mouth of the
Chesapeake Bay (36.998N, 76.028W), which is 29 km
away from the COVE observation site; therefore, the
actual Chl concentrations could be quite different from
those we used. The monthly averaged Chl concentration
at COVE retrieved from SeaWiFS data for the period
corresponding to the surface observations are generally
less than the values we used in the model. SeaWiFS-
retrieved Chl concentrations, however, have significant
uncertainties, especially in coastal regions. To estimate
the error in albedo from a possible bias in Chl concen-
tration, we calculated the broadband albedo as a function
of the Chl concentration at two solar zenith angles for
clear sky conditions (Fig. 10). As shown in Fig. 10, the
broadband ocean surface albedo is not sensitive to the
Chl concentration, especially when the concentration is
as high as at the COVE site. Scattering and absorption
by phytoplankton vary with wavelength and nearly can-
cel in the broadband. Although Chl has strong absorp-
tion around 443 and 670 nm, which would reduce the
broadband ocean albedo, scattering at other wavelengths

tends to increase the albedo. Figure 10 shows that the
broadband ocean surface albedo has a change of less
than 0.005 for Chl concentration range from 0 to 10 mg
m23; this easily spans the Chl variation at COVE. There-
fore, uncertainties in the Chl concentration used by the
model input are not the primary source for the model–
observation discrepancies in the broadband upwelling
irradiance and albedo over the ocean surface at COVE.

c. Whitecaps and air bubbles

We can also exclude the effect of foam as a primary
source for the model–observation difference in the
ocean surface albedo. Here, most of the wind speeds
are less than 12 m s21, for which the whitecap contri-
bution is negligible (Koepke 1984). Moore et al. (2000)
showed that over the wind speed range 9–12 m s21,
whitecaps augmented the visible reflectance by only
0.001–0.002. The impact on the broadband albedo will
be even smaller because foam augmented reflectance
diminishes in the near-infrared (Frouin 1996).

Because the modeled ocean surface albedo is mostly
less than the observations for all seasons, wind speeds,
and solar zenith angles (except for very large angles),
some scattering mechanisms in the ocean, which could
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FIG. 9. Wind effects on the ocean surface albedo. (a) The observed
albedo as a function of cosine of SZA in three wind categories. The
dashed line and the solid line are the modeled albedo with the min-
imum wind (0.48 m s21) and maximum wind (14.0 m s21) of the
observations, respectively. The midlatitude atmospheric model and
the mean AOD and PW were used in the model calculations. (b) The
albedo differences between model and observation in the three wind
ranges. Here model inputs for PW and AOD varied with observations
as in Figs. 2–5.

FIG. 10. The modeled broadband ocean surface albedo as a function
of Chl concentration for two SZAs for clear midlatitude atmospheric
conditions.

increase the ocean reflection, were likely missed in the
model calculations. Scattering by the air bubbles below
the ocean surface is one such mechanism. When waves
break on the ocean surface they generate air bubbles
and inject significant quantities of air bubbles into the
ocean (Baldy 1988; Hwang et al. 1989). Larger bubbles
return to the surface relatively quickly and burst, where-
as smaller bubbles can persist and continue to influence
ocean optics, and therefore, influence the light trans-
portation in water where they are present. Our under-
standing of the relative importance of the air bubbles

on the radiative transfer in the ocean is severely limited,
owing in part to their complexity and in part to the lack
of measurement. Pioneering research on the effects of
air bubbles on the ocean surface reflectance was carried
out by Stramski (1994), who performed Mie calcula-
tions of light scattering by submerged bubbles with a
size distribution following the 24th power law for radii
from 10 to 150 mm. Similar and more detailed calcu-
lations were followed by Zhang et al. (1998) and Flatau
et al. (1998). Their results all demonstrated that the air
bubbles in the ocean could increase the backscattering
of ocean waters substantially, depending on the bubble
properties such as coating over the bubble surface, num-
ber density, and size distribution.

Here we compute the bubble effect on the ocean sur-
face albedo with the coupled radiative transfer model,
and examine if the bubble scattering could explain the
model–observation difference in the broadband albedo
shown in the last section. Optical properties of air bub-
bles are calculated using Mie theory assuming the same
power-law size distribution as Zhang et al. (1998) and
no absorption. Bubble number densities of ;105 to
;107 m23 are common at sea (Zhang et al. 1998;
O’Hern et al. 1988). The measured number densities by
several investigators listed in Zhang et al. range from
4 3 104 to 2 3 107 (m23). For the Zhang et al. size
distributions, these are equivalent to air volume frac-
tions from ;1023 per million to ;1.0 per million. Fig-
ure 11 compares the calculated spectral ocean surface
albedos with (red lines) and without (black lines) air
bubble scattering for three Chl concentrations (0.0, 0.1,
and 5.0 mg m23), considered to represent, respectively,
pure seawater, open ocean, and coastal ocean. A bubble
number density of 1.0 3 107 (m23), SZA of 308 and
the midlatitude summer atmospheric model were used
for the calculations. The bubble effect on the ocean
reflectance in Fig. 11 is mainly in the near UV and
visible from 300 to 700 nm. Increasing Chl concentra-
tion here reduces the bubble effect on the reflectance.
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FIG. 11. The modeled spectral ocean surface albedo for two conditions—with air bubbles con-
sidered (red lines) and without bubbles considered (black lines). SZA of 308 and bubble number
density of 107 (m23) were used in the calculations.

FIG. 12. The change in broadband albedo as a function of bubble
number density for three different Chl concentrations and SZA of
608.

Figure 12 shows the change in broadband albedo as a
function of the bubble number density for three different
Chl concentrations; the same input parameters for the
atmosphere and ocean as for Fig. 11 were used, but the
SZA was 608. The increase in albedo due to air bubbles
does not change sharply with SZA. While air bubbles
could account for the model–observation discrepancies
(0.005–0.01) in broadband albedo, Fig. 12 shows that
very high bubble number density (.108 m23) would be
required to close the gap for waters with high Chl con-
centration as at the COVE site. Hence, we suggest that
the solution is not likely to be ‘‘missing air bubbles.’’

But there is a caveat to our rejection of the bubble
solution. It should be noted that we assumed a uniform
distribution of the air bubbles in the water in the cal-
culations. The actual distribution could be very com-
plicated, usually with maximum density near the surface
and decreasing with depth (Wu 1988; Baldy 1988). A
maximum density near the surface would increase the
albedo. We here simply conclude that our model sim-
ulations are instructive and indicate the potential role
of air bubbles.

d. Suspended sediments

Another mechanism in the sea that could be important
(but not considered in our calculations) is the scattering
by suspended sediments. Because the COVE (11-m wa-
ter depth) is only 25 km from the coast, suspended sed-
iments are common there and would contribute to the
scattering. Measurements by Gould et al. (1999) in the
Chesapeake Bay showed that due to the presence of
sediments, the total particle-scattering coefficients ob-
served were much higher than those estimated from the
Gorden–Morel scattering model. The scattering model
(Gordon and Morel 1983; Morel 1991) relates the spec-
tral-scattering coefficient, bp(l), for ocean particulates
to the Chl concentration (C in mg m23) as

550
0.62b (l) 5 0.3C . (10)p l

This parameterization was developed for Case 1 waters
where the particle scattering is primarily due to phy-
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FIG. 13. Scattering coefficient based on Morel’s scattering model
and comparison with those from in situ observation at the mouth of
Chesapeake Bay.

FIG. 14. The increased broadband albedo over ocean surface by
using the measured scattering coefficients at the Chesapeake Bay.

TABLE 2. The mean differences of albedo (model minus
observation) at a range of cos(SZA).

cos(SZA)
Difference

0.0–0.2
20.0002

0.2–0.4
20.009

0.4–0.6
20.008

0.6–0.8
20.005

0.8–1.0
20.004

toplankton and its derivatives, and it could underesti-
mate the in-water scattering at COVE. Figure 13 shows
the measured scattering coefficients at a station
(36.9178N, 75.9388W) at the mouth of the Chesapeake
Bay, which is 20 km from the COVE; results based on
the parameterization [Eq. (10)] for Chl concentration of
5.0 mg m23 are also presented. Differences between the
measurement and the model are apparent in Fig. 13. To
estimate the corresponding error in broadband albedo
due to the sediments, we substituted our values of in-
water scattering coefficients based on Eq. (10) with
those measured by Gould et al. (1999). Figure 14 shows
the surface albedo changes when using the measured
scattering data by Gould et al. (1999) at three Chl con-
centrations. The results indicate that scattering by coast-
al sediments can easily increase the broadband albedo
by 0.01 (i.e., the approximate differences between ob-
servation and theory in Figs. 2–5). However, it should
be understood that the suspended sediments are affected
by river discharge, bottom resuspension, and shore ero-
sion; their concentrations and properties could vary
strongly with location and time. The measured scatter-
ing data we used here are likely to be different from
the actual values at COVE. In addition, these scattering
data may include some contribution from bubbles. But
the test results here indeed suggest that scattering by
sediments is important; it could explain the model un-
derestimation of the ocean surface albedo at COVE. The
albedo biases (model minus observation) at a range of
cosine of SZA are given in Table 2.

Water depth at COVE is 11 m. The sea bottom is
rarely visible from the rigid steel platform 20 m above
the sea surface. When the effect of bottom albedo was
included in sensitivity calculations, we found that ab-
sorption and scattering by other components led to a
negligible impact by the bottom albedo on the upwelling
irradiance and albedo over the ocean surface. Further
note that with such a shallow depth, our database at
COVE does not include the largest swell amplitudes that

are sometimes found in the deep ocean. Most of the
variance in sea slope is due to the local wind waves,
which have smaller amplitudes. The periods and am-
plitudes of ocean waves are observed at COVE, and an
investigation of their possible impacts (beyond the local
wind speed effects considered here) is a topic for future
study.

7. Conclusions

To validate retrievals of solar radiation and albedo in
the CERES satellite program, broadband upwelling and
downwelling solar irradiances are measured routinely
over the ocean at COVE. To analyze the measurements,
we have applied a coupled atmosphere–ocean radiative
transfer model. The coupled model treats absorption and
scattering in both the atmosphere and the ocean explic-
itly and consistently. Therefore, the model considers the
ocean layers simply as though they were just as addi-
tional atmospheric layers just with different optical
properties, and can calculate the upwelling radiation
from the ocean and the ocean surface albedo based on
the optical properties in the air and the sea. The wind-
blown ocean surface roughness is modeled using the
Cox–Munk surface slope distribution for a given wind
speed. Key input parameters for the model include aero-
sol optical depth, wind speed, and total precipitable wa-
ter; these are measured at COVE together with the ir-
radiances.

Having more comprehensive observations available
to describe the atmospheric conditions than those for
the ocean, we have obtained better model–observation
agreement for the downwelling irradiance, which de-
pends primarily on the atmospheric optical properties,
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than for the upwelling irradiance, which depends heavi-
ly on the ocean optical properties. The difference be-
tween the modeled results and the observations for the
downwelling irradiance is related to the aerosol optical
depth. A larger STD difference corresponds to larger
aerosol loading, indicating that aerosols are important
sources for the discrepancy between modeled and ob-
served downwelling irradiances. At any specified solar
elevation, the mean upwelling irradiances vary with sea-
son; relevant factors include the state of the atmosphere
and the sea. The mean model–observation differences
and the STD differences for ocean surface albedo are
less than 0.01. However, the modeled upwelling irra-
diances (and hence the ocean surface albedo) are mostly
less than the observations for all seasons, indicating that
some scattering mechanisms in the ocean were missed
in the model calculations. Test results show that the
missed important scattering components are most likely
the suspended sediments and/or air bubbles. The un-
certainties in aerosol optical properties, Chl concentra-
tion, wind speed, or foams are not the primary factor
for the model–observation difference in the ocean sur-
face albedo. Including either the scattering by air bub-
bles and/or by suspended sediments have the potential
to make up the model underestimation in the ocean sur-
face reflection. Information on these constituents in the
water are desired and further research is required. Some
of these topics will be addressed in forthcoming anal-
yses of data from the Chesapeake Lighthouse and Air-
craft Measurements for Satellites field campaign. The
coupled atmosphere–ocean radiative transfer modeling
is online at http://snowdog.larc.nasa.gov/jin/rtset.html.
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